
Multilevel SEM part 2
Random effects models



Intro

Today’s goal: 
Teach how to do multi-level SEM with random effects in 
Mplus (this stuff doesn’t work in R) 

Outline: 

- Theory of random effects 

- Multilevel SEM example in Mplus



Theory
of random effects models



Random effects

Data from three participants: 
Adam, Brian, Chen 

Fixed intercept + slope 
Yi = a + b1Xdiff + ei
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Random effects

Data from three participants: 
Adam, Brian, Chen 

Different intercept + fixed 
slope 

Yi = a + b1Xdiff + b2Xbrian + 
b3Xchen + ei
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Random effects

Data from three participants: 
Adam, Brian, Chen 

Different intercept + 
different slope 

Yi = a + b1Xdiff + b2Xbrian + 
b3Xchen + b4XdiffXbrian + 
b5XdiffXchen + ei
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Random effects
Data from many participants 

Random intercept + fixed 
slope 

Yip = ap + b1Xdiff + eip 
where ap = a + up 

up differs per participant! 
we fit a single parameter 
for it (variance)
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Random effects
Data from many participants 

Random intercept + 
random slope 

Yip = ap + b1pXdiff + eip 
where ap = a + up 

and b1p = b1 + vp 

Both up and vp differ per 
participant!

Assignment score

-2

-1

0

1

2

Assignment difficulty

0 5 10 15 20 25 30



Random effects in Mplus
Too complicated for lavaan



Dataset
Dataset: f.dat 

396 participants (level 2) each make disclosure decisions 
(binary) about 31 items (level 1) 

Justifications (between subjects): 
None 
Useful-for-you 
% of others 
Useful for others 
Explanation



Dataset



Dataset

Context data first Demographical data first 

Gender, etc.

Location, etc.

Location, etc.

Gender, etc.



Dataset

5 justification types 
None 
Useful for you 
Number of others 
Useful for others 
Explanation



Dataset

Variables at level 1: 
decision: whether the participant disclosed the item (1) or 
not (1) 
qid: question ID 
qcat: type of question (context or demographic) 
pos: position of the question (semi-randomized) 
perc: percentage used in the justification, centered around 
50% (manipulated, only for types 2, 3 and 4)



Dataset

Relevant variables at level 2: 
id: participant id 
message: the justification (manipulated) 
gord: order in in which questions are asked (manipulated) 
sat1–intent11: expected satisfaction with the system 
clear12–15: perceived decision support 
gipc16–21: privacy concerns



Dataset

Relevant variables at level 2 (continued): 
collct22–27: collection concerns 
ctrl28–32: control concerns  
compny33–40: trust in the company providing the system 
threat41–46: perceived privacy threat 
age 
gender



Research question

What is the effect of the justification types, 
and does the percentage displayed in the 

justification play any role?



1. Initial model

Interaction (INT)

    Objective System Aspects (OSA)

Subjective System Aspects (SSA)

User Experience (EXP)

Personal Characteristics (PC)

0.412 (0.068) *** 1.270 (0.117) ***

0.414 *** 
(0.069)

-0.273 ***
(0.042)

-0.438 ***
(0.084)

0.735 ***
(0.084)

0.591 *** 
(0.081)

-0.675 ***
(0.074)

0.387 *** 
(0.077)

-0.415 ***
(0.081)

0.337 (0.077) ***

0.220 (0.039) ***

!2(4) = 35.80 ***
A: -0.988 (0.221) ***
B: -0.865 (0.214) ***
C: -1.333 (0.241) ***
D: -0.566 (0.221) **

0.338 ***
(0.040)

-0.928 (0.129) ***

0.315 *** 
(0.117)

!2(4) = 45.30 ***
A: 0.998 (0.183) ***
B: 0.102 (0.174) ns
C: 0.847 (0.182) ***
D: 0.553 (0.188) **

Personal 
privacy 

concerns

Self-anticipated 
satisfaction with 

the system
(R2 = .674)

Justifications 
(tested against None)

A: Useful for you
B: Number of others
C: Useful for others
D: Explanation

Perceived 
privacy threat

(R2 = .565)

Trust in the 
company
(R2 = .662)

Disclosure 
help

(R2 = .302)

Control 
concerns
(R2 = .145)

Collection 
concerns
(R2 = .617)

Demographics 
disclosure
(R2 = .267)

Demographics first 
(tested against Context first)

Context data 
disclosure
 (R2 = .273)

+ +

++

+
+

+

+

+

++

+

−

− −

−

−

−

!2(4) = 26.77 ***
A: -0.887 (0.235) ***
B: -0.434 (0.225) ns
C: -1.197 (0.248) ***
D: -0.772 (0.223) ***



Research question

What is the effect of the justification types, 
and does the percentage displayed in the 

justification play any role?



2. Percentage

Add decision on p cup csp ccp cwp 

Notes: 

- Percentage is centered around 50 (to prevent 
multicollinearity), and divided by 45 (to reduce variance) 

- Interaction effects with justification types 

- Expectation: p and cap have no effect, cup csp and ccp will 
have a significant positive effect



3. Twolevel

Change type = twolevel 

Add a %between% and %within% section in the model 

Notes: 

- Cannot use wlsmv! Items will have to be treated as ratio… 

- No real improvement here; the actual benefit comes from 
being able to run the next couple of models…



4. Random slope

Remove the interaction effects (for now) 

Add a random slope: s | decision on p 

Notes: 

- This takes a pretty long time to estimate 

- Shows us whether there is variations between participants 
in the effect of percentage (There should be! Why?)



5. Predicted slope

Add: s on useful csocial ccombi cwhy 

Notes: 

- This reintroduces the interaction effect! 

- Slope is now predicted between subjects by condition 

- Expectation: s on csocial is going to be significant 

- Residual variance of s may no longer be significant 



6. More predictors

Add: s on sat company threat clear control collect 
privacy 

Notes: 

- Test whether the effect of percentage is also dependent 
on users’ subjective perceptions (e.g. satisfaction, 
perceived threat, etc.) 



“It is the mark of a truly intelligent person  
to be moved by statistics.” 

George Bernard Shaw  
 


